
HPC + Artificial Intelligence to help 

overcome real life challenges:
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HOW NVIDIA ENGAGES IN DIFFERENT INDUSTRIES
Three layer cake

LIGHTHOUSE ENGAGEMENTS
Driving the field and gaining deep insight

ACCELERATED SOFTWARE
Optimised applications out of the box

HPC +AI INFRASTRUCTURE
Designing for customer use-cases
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Classical HPC Modelling accelerated 
computing performance improvement,…



6

Classical HPC Modelling accelerated 
computing is great but,…
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Key NVIDIA AI use cases for:

• Automotive

• Financial Services (FSI)

• Energy: Oil & Gas / Utilities

• Healthcare

• Higher Education & Research (HER)

• Manufacturing

• Manufacturing Product Development 

• Media and Entertainment

• Retail

• Telecommunications (Telco)

• Architecture, Engineering and Construction (AEC)

• HR and Education
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TECHNOLOGY BEHIND IT ALL



11

cuNumeric CV-CUDA cuQuantum Parabricks Sionna JetPack

RAPIDS Spark cuDNN cuGraph TensorRT Triton DeepStream Flare

DOCA Mag IO Aerial

AI APPLICATION

FRAMEWORK

3 CHIPS

CLOUD-TO-EDGE

DATACENTER-TO-ROBOTIC SYSTEMS

ACCELERATION

LIBRARIES

DPUCPUGPU

DGX HGX EGX OVX AGXRTX
Super 

POD

NVIDIA 
HPC

NVIDIA 
AI

NVIDIA 
Omniverse

PLATFORMS



It is all about platform: Our solutions catalog: NGC

Portal to AI services, freesoftware, support

ngc.nvidia.com

https://www.nvidia.com/en-us/gpu-cloud/


Nvidia NGC Catalog



NGC Popular collections



Nvidia free popular containers and resources
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OK,… LETS TALK IRON !!!!
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NVIDIA Data Center GPU Portfolio. Workload oriented
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Compute, SFF Compute & Graphics) and workload column
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LET’S GET DEEPER
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NVIDIA HOPPER
The Engine for the World’s AI Infrastructure

4th Gen 
NVLink

Transformer 
Engine 2nd Gen MIG

Confidential
Computing

DPX Instructions

World’s Most 
Advanced Chip

H100 PCIE

Includes NVIDIA 
AI Enterprise

H100 SXM

NVIDIA AI Enterprise is a 5-Year Subscription

H100 NVL
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TRANSFORMER ENGINE
Tensor core optimized for transformer models

▪ 6X Faster Training and Inference of Transformer Models

▪ NVIDIA Tuned Adaptive Range Optimization Across 16-bit 
and 8-bit Math

▪ Configurable Macro Blocks Deliver Performance Without 
Accuracy Loss

8-bit16-bit

Statistics and Adaptive Range 

Tracking

Statistics

Adaptive 
Range
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NVIDIA H100 SXM5 AND PCIE

Unprecedented Performance, Scalability, and 
Security for Every Data Center

H100 PCIe H100-80 SXM5 H100-94 SXM5
New Features

- Dynamic Programming Instructions Supported Supported Supported

- Confidential Computing Supported Supported Supported

- Transformer Engine with FP8 Supported Supported Supported

- Peak FP8 Tensor TFLOPS 1513/3026 1978/3957 1978/3957

- Peak FP16 Tensor TFLOPS 756/1513 989/1978 989/1978

- Peak TF32 Tensor TFLOPS 378/756 494/989 494/989

- Peak FP64 Tensor TFLOPS 51.2 67 67

- Peak INT8 Tensor TOPS 1513/3026 1978/3957 1978/3957

- Peak FP16 TFLOPS (non-Tensor) 102 134 134

- Peak BF16 TFLOPS (non-Tensor) 102 134 134

- Peak FP32 TFLOPS (non-Tensor) 51 67 67

- Peak FP64 TFLOPS (non-Tensor) 25 33 33

- Peak INT32 TOPS 25 33 33

Memory

- Memory Interface 5120-bit HBM2e 5120-bit HBM3 6144-bit HBM2e

- Memory Size 80 GB 80 GB 94 GB

- Memory Bandwidth 2000 GB/sec 3300 GB/sec 2400 GB/sec

L2 Cache Size 50 MB 50 MB 50 MB

TDP 350 Watts 700 Watts 700 Watts
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HOPPER ARCHITECTURE
H100 GPU Key features

132 SMs

4th Gen Tensor Core

Larger 50 MB L2

4th Gen NVLink

900 GB/s total bandwidth

2nd Gen Multi-Instance GPU

Confidential Computing

PCIe Gen5

Thread Block Clusters

80GB HBM3, 3 TB/s 

bandwidth
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NVIDIA CONFIDENTIAL. DO NOT DISTRIBUTE.

NVIDIA L40
Revolutionary capabilities for data center workloads

RenderingOmniverse Enterprise AIVirtualization*

Build custom 3D metaverse applications , 
power large-scale simulations and operate 
photorealistic virtual worlds and complex 
digital twins

*vGPU support in Q1 2023

Work with complex scenes and high-fidelity 

creative workflows with 3rd-Gen RTX and 48GB 

of GPU memory 

Deliver high-performance workstation 

instances for high-end design, AI, and 

compute workloads

Provision virtual AI/ML virtual workstations for 

model development, training, data exploration. 

Multi-GPU AI for larger workloads.
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NVIDIA L40 GENERATIONAL COMPARISON

* Preliminary specifications, subject to change.

** Structural sparsity enabled

NVIDIA L40 NVIDIA A40
GPU Architecture NVIDIA Ada Lovelace Architecture NVIDIA Ampere Architecture

FP32 90.5 TFLOPS 37.4 TFLOPS

RT Core 209 TFLOPS 73.1 TFLOPS

Tensor Float 32 (TF32) 90.5 | 181** TFLOPS 74.8 | 149.6* TFLOPS

BFLOAT16

Tensor Core
181 | 362** TFLOPS 149.7 | 299.4* TFLOPS

FP16 Tensor Core 181 | 362** TFLOPS 149.7 | 299.4* TFLOPS

FP8 Tensor Core 362 | 724** TFLOPS NA

INT8 Tensor Core 362 | 724** TOPS 299.3 | 598.6* TOPS

INT4 Tensor Core 724 | 1448** TOPS 598.7 | 1197.4* TOPS

GPU Memory 48 GB GDDR6 w/ ECC 48 GB GDDR6 w/ ECC

GPU Memory Bandwidth 864 GB/s 696 GB/s

Max Thermal Design Power 

(TDP)
300 W 300 W

Form Factor 4.4” H x 10.5” L - Dual Slot 4.4” H x 10.5” L - Dual Slot

Interconnect PCIe Gen4 x16: 64 GB/s

PCIe Gen4 x16: 64GB/s

NVIDIA® NVLink® bridge for 2 GPUs:112.5 

GB/s

Server Options
Partner and NVIDIA-Certified Systems™, 

NVIDIA® OVX™

Partner and NVIDIA-Certified Systems™, 

NVIDIA® OVX™
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CAPTURING THE BOTTLENECK
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900GB/s

C2C

NVLINK

• Connect to GRACE 

Processor

• Can sustain full 

NVLINK BW into 

large host memory

• Cache coherent

128GB/s PCIe
• Connect to x86 

processors

• PCI Gen 5

• Not cache coherent900GB/s 

NVLINK

• Connect to other 

Nvidia GPUs

• Program with NCCL

• Mostly used in AI 

applications

HOPPER AND BANDWIDTH
For HPC and AI

Custom TSMC 4N Process | 4.9 TB/s Total External B/W

HBM3
3TB/sec
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X86 GPU-GPU NVLINK
Architectures & Cost of Connectivity

1-Way

H100 PCIe H100 NVL

2-Way

H100 80GB SXM5

8-Way HGX

H100 80GB SXM5

H100 94GB SXM5

4-Way HGX
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HOPPER HOPPER

HOPPER HOPPER

PCIe GEN5 GPU NVLINK
NDR

NDR

CX7

CX7

CX7

CX7

H100 SXM5 NODE DESIGN
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WHAT IS NEXT?
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NVIDIA GRACE PLATFORM

Accelerated applications where CPU performance 

and system memory BW are critical since AI 

models continue to get bigger and our GPUs get 

even faster

Applications that are not accelerated yet but where 

absolute performance, energy efficiency, and 

datacenter density matter, such as in scientific 

computing, data analytics, and hyperscale 

computing applications

Grace Hopper Superchip
Giant Scale AI & HPC

Grace CPU Superchip
CPU Computing
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NVIDIA NVLink-C2C is an NVIDIA memory coherent, 

high-bandwidth, and low-latency superchip 

interconnect. It is the heart of the Grace Hopper 

Superchip and delivers up to 900 GB/s total 

bandwidth. This is 7x higher bandwidth than x16 PCIe 

Gen5 lanes commonly used in accelerated systems.

NVLink-C2C enables applications to oversubscribe the GPU’s 

memory and directly utilize NVIDIA Grace CPU’s memory at high 

bandwidth. With up to 512 GB of LPDDR5X CPU memory per 

Grace Hopper Superchip, the GPU has direct high-bandwidth 

access to 4x more memory than what is available with HBM. 

Combined with the NVIDIA NVLink Switch System, all GPU threads 

running on up to 256 NVLink-connected GPUs can now access up 

to 150 TB of memory at high bandwidth. Fourth-generation 

NVLink enables accessing peer memory using direct loads, stores, 

and atomic operations, enabling accelerated applications to solve 

larger problems more easily than ever.
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BACK TO THE BEGINNING:
HOW NVIDIA HELPS IN DIFFERENT INDUSTRIES

Three layer cake

LIGHTHOUSE ENGAGEMENTS
Driving the field and gaining deep insight

ACCELERATED SOFTWARE
Optimised applications out of the box

AI INFRASTRUCTURE
Designing for customer use-cases
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A FEW VIDEOS

https://www.youtube.com/watch?v=Gn_IMIPrX9s

NVIDIA Omniverse

https://www.youtube.com/watch?v=-VQLqs6s9y0

DriveSIm Mercedes

https://www.youtube.com/watch?v=qlNbC88SU7o

NVIDIA Healthcare

https://www.youtube.com/watch?v=UoPXzzK_g1Q

https://www.youtube.com/watch?v=RVFIDEuNtt0

AMAZON Digital twin warehouse
NVIDIA Clara/Holoscan

DRIVE Sim Scenario Reconstruction, Powered by Omniverse - YouTube

https://www.youtube.com/watch?v=cGuh5XAdowg

https://www.youtube.com/watch?v=Gn_IMIPrX9s
https://www.youtube.com/watch?v=-VQLqs6s9y0
https://www.youtube.com/watch?v=qlNbC88SU7o
https://www.youtube.com/watch?v=UoPXzzK_g1Q
https://www.youtube.com/watch?v=RVFIDEuNtt0
https://www.youtube.com/watch?v=RVFIDEuNtt0
https://www.youtube.com/watch?v=cGuh5XAdowg


34https://catalog.ngc.nvidia.com/ https://www.nvidia.com/en-us/startups/

INTERESTING NVIDIA LINKS FOR THE HER COMMUNITY

https://developer.nvidia.com/higher-education-and-research

https://www.nvidia.com/en-us/training/

https://www.nvidia.com/en-in/deep-learning-

ai/education/ambassador-program/
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JAVIERP@NVIDIA.COM

+34 635520529

mailto:javierp@nvidia.com
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