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ARQUITECTURAS SOPORTADAS

AMD and Intel 64-bit architectures
The 64-bit ARM architecture
IBM Power Systems, little endian
IBM Z



MÁXIMO DE CPUS LÓGICOS

Architecture RHEL 3 RHEL 4 RHEL 5 RHEL 6 RHEL 7 RHEL 8

x86 16 32 32 32 N/A3 N/A3

Itanium 2 8 256 [512] 256 [1024] N/A3 N/A3 N/A3

x86_64 8 64 [64] 160 [255] 448 [4096]13 768 [5120]14 768 [8192]

POWER 8 64 [128] 128 128 768 [2048]16 768 [2048]

System z 64 (z900) 64 (z10 EC) 64 (z13) 64 (z13) 256 (z13) 340 (z14)

ARM N/A N/A N/A N/A N/A 256

Moderador
Notas de la presentación
Ya no se soporta la arquitectura Intel / AMD de 32 Bits



MEMORIA MÁXIMA

Architecture RHEL 3 RHEL 4 RHEL 5 RHEL 6 RHEL 7 RHEL 8

x86 64GB1 64GB1 16GB2 16GB2 N/A3 N/A3

Itanium 2 128GB 2TB 2TB N/A3 N/A3 N/A3

x86_64 128GB 256GB [1TB] 1TB
12TB 

[64TB]11
12TB 

[64TB]12 24TB [64TB]

POWER 64GB 128GB [1TB] 512GB [1TB] 2TB 32TB17 32TB 
[128TB]

System z
256GB 
(z900)

1.5TB (z10 
EC)

4TB (z13) 4TB (z13) 10TB (z13) 16TB (z14)

ARM N/A N/A N/A N/A N/A
1.5TB 

[256TB]



KERNEL Y CARACTERÍSTICAS DEL SO 

Feature RHEL 3 RHEL 4 RHEL 5 RHEL 6 RHEL 7 RHEL 8

Kernel 
foundation

Linux 2.4.21 Linux 2.6.9 Linux 2.6.18
2.6.32 -
2.6.34

3.10 4.18

Compiler/too
lchain

GCC 3.2 GCC 3.4 GCC 4.1 GCC 4.4 GCC 4.8.2 GCC 8.2.1

Languages 
supported

10 15 19 22 22 TBD



ENTORNO DE CLIENTE

Feature RHEL 3 RHEL 4 RHEL 5 RHEL 6 RHEL 7 RHEL 8

Desktop GUI Gnome 2.2 Gnome 2.8 Gnome 2.16 Gnome 2.28 Gnome 3.8 Gnome 3.288

Graphics XFree86 X.org X.org 7.1.1 X.org 7.4 X.org 7.7
Wayland 

1.158

OpenOffice v1.1 v1.1.2 v2.0.4 8 v3.2 8 LibreOffice 
v4.1.4 8

LibreOffice 
v6.0.6.18

GNOME 
Evolution

v1.4 v2.0 v2.8.0 v2.28 v3.8.5 v3.28.58

Default 
browser

Mozilla Firefox Firefox 1.5 8 Firefox 3.6 8 Firefox 
24.5 8

Firefox 
60.5.18



VERSIONES DE CENTOS 8

Centos 8 , 8.1
Centos 8 Stream

Moderador
Notas de la presentación
https://access.redhat.com/support/policy/updates/rhel8-app-streams-life-cycle



DEMO

Instalacion de Centos 8 y stream

Moderador
Notas de la presentación
Centos por defecto, WorkStation y Minimal

En Centos 7 el instalador se ve en dos columnas , en Centos en 3

Por defecto Centos 8 quiere poner el Servidor con GUI
OJO , Red y localización Europa Madrid




DESKTOP Y GRÁFICOS

KDE eliminado completamente 

GNOME SHELL 3.28
• Estándar 
• Classic

Servidores X
• X11
• Wayland

Moderador
Notas de la presentación
18.1. GNOME SHELL IS THE DEFAULT DESKTOP ENVIRONMENT
RHEL 8 is distributed with GNOME Shell as the default desktop environment.
All packages related to KDE Plasma Workspaces (KDE) have been removed, and it is no longer possible
to use KDE as an alternative to the default GNOME desktop environment.
Red Hat does not support migration from RHEL 7 with KDE to RHEL 8 GNOME. Users of RHEL 7 with
KDE are recommended to back up their data and install RHEL 8 with GNOME Shell.
18.2. NOTABLE CHANGES IN GNOME SHELL
RHEL 8 is distributed with GNOME Shell, version 3.28.
This section:
Highlights enhancements related to GNOME Shell, version 3.28.
Informs about the change in default combination of GNOME Shell environment and display
protocol.
Explains how to access features that are not available by default.
Explains changes in GNOME tools for software management.
18.2.1. GNOME Shell, version 3.28 in RHEL 8
GNOME Shell, version 3.28 is available in RHEL 8. Notable enhancements include:
New GNOME Boxes features
New on-screen keyboard
Extended devices support, most significantly integration for the Thunderbolt 3 interface
Improvements for GNOME Software, dconf-editor and GNOME Terminal
18.2.2. GNOME Shell environments
GNOME 3 provides two essential environments:
GNOME Standard
GNOME Classic
Both environments can use two different protocols to build a graphical user interface:
The X11 protocol, which uses X.Org as the display server.
The Wayland protocol, which uses GNOME Shell as the Wayland compositor and display
server.
This solution of display server is further referred as GNOME Shell on Wayland.



DEMO

diferencias entre escritorios



COCKPIT, CONSOLA WEB DEL SISTEMA

Disponible por defecto ( no en instalación mínima )
Gestiona la configuración de firewall
Integración de IdM
Compatible con navegadores web
Actualizaciones y suscripción en Red Hat
Soporta LUKS2
Administración de máquinas virtuales



DEMO

Moderador
Notas de la presentación
En esta demo habilitamos el entorno web 
systemctl enable --now cockpit.socket
https://ip_servidor:9090




SOFTWARE MANAGEMENT

YUM v4
• Aplicaciones

RPM
• Rpm 4.14

Moderador
Notas de la presentación
YUM v4 has the following advantages over the previous YUM v3 used on RHEL 7:
Increased performance
Support for modular content
Well-designed stable API for integration with tooling

Installing software

YUM v4 is compatible with YUM v3 when using from the command line, editing or creating
configuration files.
For installing software, you can use the yum command and its particular options in the same way as on
RHEL 7.
See more detailed information on Installing software with yum .
Availability of plug-ins
Legacy YUM v3 plug-ins are incompatible with the new version of YUM v4. Selected yum plug-ins and
utilities have been ported to the new DNF back end, and can be installed under the same names as in
RHEL 7. They also provide compatibility symlinks, so the binaries, configuration files and directories can
be found in usual locations

file options between RHEL 7 and RHEL 8 for the
/etc/yum.conf and /etc/yum.repos.d/*.repo files.


YUM v4 features behaving differently

Some of the YUM v3 features may behave differently in YUM v4. If any such change negatively impacts
your workflows, please open a case with Red Hat Support, as described in How do I open and manage a
support case on the Customer Portal?
6.1.4.1. yum list presents duplicate entries
When listing packages using the yum list command, duplicate entries may be presented, one for each
repository where a package of the same name and version resides.
This is intentional, and it allows the users to distinguish such packages when necessary.
For example, if package-1.2 is available in both repo1 and repo2, YUM v4 will print both instances:
[… ]
package-1.2
repo1
package-1.2
Repo2
[… ]
By contrast, the legacy YUM v3 command filtered out such duplicates so that only one instance was
shown:
[… ]
package-1.2
repo1
[… ]

6.1.5. Changes in the transaction history log files
This section summarizes changes in the transaction history log files between RHEL 7 and RHEL 8.
In RHEL 7, the /var/log/yum.log file stores:
Registry of installations, updates, and removals of the software packages
Transactions from yum and PackageKit
In RHEL 8, there is no direct equivalent to the /var/log/yum.log file. To display the information about
the transactions, including the PackageKit and microdnf, use the yum history command.
Alternatively, you can search the /var/log/dnf.rpm.log file, but this log file does not include the
transactions from PackageKit and microdnf, and it has a log rotation which provides the periodic removal
of the stored information.

The debuginfo packages can be installed in parallel
Support for weak dependencies
Support for rich or boolean dependencies
Support for packaging files above 4 GB in size
Support for file triggers
New --nopretrans and --noposttrans switches to disable the execution of the %pretrans and
%posttrans scriptlets respectively.
New --noplugins switch to disable loading and execution of all RPM plug-ins.
New syslog plug-in for logging any RPM activity by the System Logging protocol (syslog).
The rpmbuild command can now do all build steps from a source package directly.
This is possible if rpmbuild is used with any of the -r[abpcils] options.
Support for the reinstall mode.



DOCKER

No disponible por defecto, deberemos usar podman, buildah skopeo y runc



CAMBIOS EN SEGURIDAD

Soporte TLS actualizado a 1.3
TLS anterior eliminado
NSS usa formato SQL
SSH pasa a la versión 7.8p1
Consolidación definitiva en OPENSCAP
Actualización de SELINUX

Moderador
Notas de la presentación
The DEFAULT system-wide cryptographic policy offers secure settings for current threat models. It
allows the TLS 1.2 and 1.3 protocols, as well as the IKEv2 and SSH2 protocols. The RSA keys and Diffie-
Hellman parameters are accepted if larger than 2047 bits.

Strong crypto defaults by removing insecure cipher suites and protocols
The following list contains cipher suites and protocols removed from the core cryptographic libraries in
RHEL 8. They are not present in the sources, or their support is disabled during the build, so applications
cannot use them.
DES (since RHEL 7)
All export grade cipher suites (since RHEL 7)
MD5 in signatures (since RHEL 7)
SSLv2 (since RHEL 7)
SSLv3 (since RHEL 8)
All ECC curves < 224 bits (since RHEL 6)
All binary field ECC curves (since RHEL 6)

Cipher suites and protocols disabled in all policy levels
The following cipher suites and protocols are disabled in all crypto policy levels. They can be enabled
only by an explicit configuration of individual applications.
DH with parameters < 1024 bits
RSA with key size < 1024 bits
Camellia
ARIA
SEED
IDEA
Integrity-only cipher suites
Red Hat Enterprise Linux 8 Considerations in adopting RHEL 8
38
TLS CBC mode cipher suites using SHA-384 HMAC
AES-CCM8
All ECC curves incompatible with TLS 1.3, including secp256k1
IKEv1 (since RHEL 8)

Switching the system to FIPS mode
The system-wide cryptographic policies contain a policy level that enables cryptographic modules selfchecks
in accordance with the requirements by Federal Information Processing Standard (FIPS)
Publication 140-2. The fips-mode-setup tool that enables or disables FIPS mode internally uses the
FIPS system-wide cryptographic policy level.
To switch the system to FIPS mode in RHEL 8, enter the following command and restart your system:
# fips-mode-setup --enable
See the fips-mode-setup(8) man page for more information.

NSS now use SQL by default
The Network Security Services (NSS) libraries now use the SQL file format for the trust database by
default. The DBM file format, which was used as a default database format in previous releases, does not
support concurrent access to the same database by multiple processes and it has been deprecated in
upstream. As a result, applications that use the NSS trust database to store keys, certificates, and
revocation information now create databases in the SQL format by default. Attempts to create
databases in the legacy DBM format fail. The existing DBM databases are opened in read-only mode,
and they are automatically converted to the SQL format. Note that NSS support the SQL file format
since Red Hat Enterprise Linux 6.

OpenSSH rebased to version 7.8p1
The openssh packages have been upgraded to upstream version 7.8p1. Notable changes include:
Removed support for the SSH version 1 protocol.
Removed support for the hmac-ripemd160 message authentication code.
Removed support for RC4 (arcfour) ciphers.
Removed support for Blowfish ciphers.
Removed support for CAST ciphers.
Changed the default value of the UseDNS option to no.
Disabled DSA public key algorithms by default.
Changed the minimal modulus size for Diffie-Hellman parameters to 2048 bits.
Changed semantics of the ExposeAuthInfo configuration option.
The UsePrivilegeSeparation=sandbox option is now mandatory and cannot be disabled.
Set the minimal accepted RSA key size to 1024 bits.

OpenSCAP API consolidated
This update provides OpenSCAP shared library API that has been consolidated. 63 symbols have been
removed, 14 added, and 4 have an updated signature. The removed symbols in OpenSCAP 1.3.0 include:
symbols that were marked as deprecated in version 1.2.0
SEAP protocol symbols
internal helper functions
unused library symbols
unimplemented symbols
8.4.2. A utility for security and compliance scanning of containers is not available
In Red Hat Enterprise Linux 7, the oscap-docker utility can be used for scanning of Docker containers
based on Atomic technologies. In Red Hat Enterprise Linux 8, the Docker- and Atomic-related
OpenSCAP commands are not available. As a result, oscap-docker or an equivalent utility for security
and compliance scanning of containers is not available in RHEL 8 at the moment.

8.6. SELINUX
8.6.1. New SELinux booleans
This update of the SELinux system policy introduces the following booleans:
colord_use_nfs
mysql_connect_http
pdns_can_network_connect_db
ssh_use_tcpd
sslh_can_bind_any_port
sslh_can_connect_any_port
virt_use_pcscd
To get a list of booleans including their meaning, and to find out if they are enabled or disabled, install
the selinux-policy-devel package and use:
# semanage boolean -l
8.6.2. SELinux packages migrated to Python 3
The functionality of the libselinux-python package is now provided by the python3-libselinux
package, and the policycoreutils-python has been replaced by the policycoreutils-python-utils and
python3-policycoreutils packages.




SISTEMA DE FICHEROS

Btrfs ya no está disponible
XFS soporta extensiones shared copy-on-write
EXT4 Soporta metadata checksums
LUKS2 es el formato por defecto para la encriptación de volúmenes

Moderador
Notas de la presentación
XFS now supports shared copy-on-write data extents

The XFS file system supports shared copy-on-write data extent functionality. This feature enables two
or more files to share a common set of data blocks. When either of the files sharing common blocks
changes, XFS breaks the link to common blocks and creates a new file. This is similar to the copy-onwrite
(COW) functionality found in other file systems.
Shared copy-on-write data extents are:
Fast
Creating shared copies does not utilize disk I/O.
Space-efficient
Shared blocks do not consume additional disk space.
Transparent
Files sharing common blocks act like regular files.
Userspace utilities can use shared copy-on-write data extents for:
Efficient file cloning, such as with the cp --reflink command
Per-file snapshots
This functionality is also used by kernel subsystems such as Overlayfs and NFS for more efficient
operation.
Shared copy-on-write data extents are now enabled by default when creating an XFS file system,
starting with the xfsprogs package version 4.17.0-2.el8.
Note that Direct Access (DAX) devices currently do not support XFS with shared copy-on-write data
extents. To create an XFS file system without this feature, use the following command:
# mkfs.xfs -m reflink=0 block-device
Red Hat Enterprise Linux 7 can mount XFS file systems with shared copy-on-write data extents only in
the read-only mode.

The ext4 file system now supports metadata checksums
With this update, ext4 metadata is protected by checksums. This enables the file system to recognize
the corrupt metadata, which avoids damage and increases the file system resilience.

LUKS2 is now the default format for encrypting volumes
In RHEL 8, the LUKS version 2 (LUKS2) format replaces the legacy LUKS (LUKS1) format. The dmcrypt
subsystem and the cryptsetup tool now uses LUKS2 as the default format for encrypted
volumes. LUKS2 provides encrypted volumes with metadata redundancy and auto-recovery in case of a
partial metadata corruption event.
Due to the internal flexible layout, LUKS2 is also an enabler of future features. It supports autounlocking
through the generic kernel-keyring token built in libcryptsetup that allow users unlocking of
LUKS2 volumes using a passphrase stored in the kernel-keyring retention service.
Other notable enhancements include:
The protected key setup using the wrapped key cipher scheme.
Easier integration with Policy-Based Decryption (Clevis).
Up to 32 key slots - LUKS1 provides only 8 key slots.





COMPILADORES Y HERRAMIENTAS DE DESARROLLO



GRACIAS
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